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1. TURTLES ALL THE WAY DOWN

For a review of experimental philosophy; see: J. Knobe et al., “Experimental
Philosophy,” Annual Review of Psychology 63 (2012): 81. Also see: David Bourget
and David Chalmers, eds., “The 2020 PhilPapers Survey,” 2020, survey2020.phil-
people.org/survey/results/all.

Free will belief in children across cultures: Gopnik and Kushnir’s work: T.
Kushnir et al., “Developing Intuitions about Free Will between Ages Four and
Six,” Cognition 138 (2015): 79; N. Chernyak, C. Kang, and T. Kushnir, “The
Cultural Roots of Free Will Beliefs: How Singaporean and U.S. Children Judge
and Explain Possibilities for Action in Interpersonal Contexts,” Developmental
Psychology 55 (2019): 866; N. Chernyak et al., “A Comparison of American
and Nepalese Children’s Concepts of Freedom of Choice and Social Constrain,”
Cognitive Science 37 (2013): 1343; A. Wente et al., “How Universal Are Free
Will Beliefs? Cultural Differences in Chinese and U.S. 4- and 6-Year-Olds,” Child
Development 87 (2016): 666.

Belief in free will is widespread cross-culturally, but not universal: D.
Wisniewski, R. Deutschland, and J.-D. Haynes, “Free Will Beliefs Are Better
Predicted by Dualism Than Determinism Beliefs across Different Cultures,” PLoS
One 14 (2019): e0221617; R. Berniunasa et al., “The Weirdness of Belief in Free
Will,” Consciousness and Cognition 87 (2021): 103054; H. Sarkissian et al., “Is
Belief in Free Will a Cultural Universal?,” Mind and Language 25 (2021): 346.

Driving study: E. Awad et al., “Drivers Are Blamed More Than Their Auto-
mated Cars When Both Make Mistakes,” Nature Human Behaviour, 4 (2020): 134.
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L. Egan, P. Bloom, and L. Santos, “Choice-Induced Preferences in the Absence of
Choice: Evidence from a Blind Two Choice Paradigm with Young Children and
Capuchin Monkeys,” Journal of Experimental and Social Psychology 46 (2010):
204.

Footnote (p. 6): For overviews of their ideas, see: G. Strawson, “The Impossibility
of Moral Responsibility;” Philosophical Studies 75 (1994): 5; D. Pereboom, Living
without Free Will (Cambridge University Press, 2001); G. Caruso, Rejecting
Retributivism: Free Will, Punishment, and Criminal Justice (Cambridge Universi-
ty Press, 2021); N. Levy, Hard Luck: How Luck Undermines Free Will and Moral
Responsibility (Oxford University Press, 2011); and S. Harris, Free Will (Simon &
Schuster, 2012).

For a somewhat different take, but in a similar spirit, see B. Waller, Against

Moral Responsibility (MIT Press, 2011).

Similar broad rejection of free will comes in the writings of scientists such
as evolutionary biologist Jerry Coyne of the University of Chicago, psychologist/
neuroscientists Jonathan Cohen of Princeton University, Josh Greene of Har-
vard University, and Paul Glimcher of NYU, and molecular biology god the late

Francis Crick.

A small number of legal scholars, such as Pete Alces of William & Mary Law
School, break stride with the basic assumptions of their field in also rejecting the

existence of free will.

M. Vargas, “Reconsidering Scientific Threats to Free Will,” in Moral Psychology,
vol. 4, Free Will and Moral Responsibility, ed. W. Sinnott-Armstrong (MIT Press,
2014).

R. Baumeister, “Constructing a Scientific Theory of Free Will,” in Moral Psychol-
ogy; vol. 4, Free Will and Moral Responsibility, ed. W. Sinnott-Armstrong (MIT
Press, 2014).

A. Mele, “Free Will and Substance Dualism: The Real Scientific Threat to Free
Willz” in Moral Psychology, vol. 4, Free Will and Moral Responsibility, ed. W.

Sinnott-Armstrong.

R. Nisbett and T. Wilson, “Telling More Than We Can Know: Verbal Reports on
Mental Processes,” Psychological Review 84 (1977): 231.
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2. THE FINAL THREE MINUTES OF A MOVIE

1. Footnote: J. McHugh and P. Mackowiak, “Death in the White House: President
William Henry Harrison’s Atypical Pneumonia,” Clinical Infectious Diseases 59
(2014): 990. Harrison’s doctor treated him with an array of medications, which
probably hastened his death. There was opium, which, as is known to opium
addicts, causes major constipation, allowing the typhoid bacteria to linger longer,
dividing. He was also given carbonated alkali, which probably impaired the ability
of stomach acids to kill the bacteria. And just for good measure and for no clear
reason, he was also given considerable amounts of mercury, which is neurotoxic.
McHugh and Mackowiak convincingly suggest that enteric disease from contam-
inated water made James Polk seriously ill while president and killed Zachary

Taylor while in office.

2. Libet published his initial data in B. Libet et al., “Time of Conscious Intention to
Act in Relation to Onset of Cerebral Activity (Readiness-Potential): The Uncon-
scious Initiation of a Freely Voluntary Act,” Brain: A Journal of Neurology 106
(1983): 623; “Infamous”: E. Nahmias, “Intuitions about Free Will, Determinism,
and Bypassing,” in The Oxford Handbook of Free Will, 2nd ed., ed. R. Kane
(Oxford University Press, 2011).

3. P. Sanford et al., “Libet’s Intention Reports Are Invalid: A Replication of Dominik
et al. (2017),” Consciousness and Cognition 77 (2020): 102836. This paper was
in response to an earlier one: T. Dominik et al., “Libet’s Experiment: Questioning
the Validity of Measuring the Urge to Move,” Consciousness and Cognition 49
(2017): 255. Media accounts of the Libet experiment: E. Racine et al., “Media Por-
trayal of a Landmark Neuroscience Experiment on Free Will,” Science Engineer-

ing Ethics 23 (2007): 989.

4. P. Haggard, “Decision Time for Free Will,” Neuron 69 (2011): 404; P. Haggard
and M. Eimer, “On the Relation between Brain Potentials and the Awareness of

Voluntary Movements,” Experimental Brain Research 126 (1999): 128.

5. J.-D. Haynes, “The Neural Code for Intentions in the Human Brain,” in Biopre-
diction, Biomarkers, and Bad Behavior, ed. I. Singh and W. Sinnott-Armstrong
(Oxford University Press, 2013); S. Bode and J. Haynes, “Decoding Sequential
Stages of Task Preparation in the Human Brain,” Neuroimage 45 (2009): 606;

S. Bode et al., “Tracking the Unconscious Generation of Free Decisions Using
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Ultra-high Field fMRI,” PLoS One 6, no. 6 (2011): e21612; C. Soon et al., “Uncon-
scious Determinants of Free Decisions in the Human Brain,” Nature Neurosci-
ence 11 (2008): 543. The SMA as a gateway (footnote): R. Sjoberg, “Free Will and
Neurosurgical Resections of the Supplementary Motor Area: A Critical Review;’
Acta Neurochirgica 163 (2021): 1229.

L. Fried, R. Mukamel, and G. Kreiman, “Internally Generated Preactivation of
Single Neurons in Human Medial Frontal Cortex Predicts Volition,” Neuron 69
(2011): 548; I. Fried, “Neurons as Will and Representation,” Nature Reviews Neu-
roscience 23 (2022): 104; H. Gelbard-Sagiv et al., “Internally Generated Reactiva-
tion of Single Neurons in Human Hippocampus during Free Recall,” Science 322
(2008): 96.

Bell ringing delayed: W. Banks and E. Isham, “We Infer Rather Than Perceive the
Moment We Decided to Act,” Psychological Science 20 (2009): 17. Effect of happi-
ness on readiness potential: D. Rigoni, ]. Demanet, and G. Sartori, “Happiness in
Action: The Impact of Positive Affect on the Time of the Conscious Intention to
Act,” Frontiers in Psychology 6 (2015): 1307. Also see H. Lau et al,, “Attention to
Intention,” Science 303 (2004): 1208.

M. Desmurget et al., “Movement Intention after Parietal Cortex Stimulation in
Humans,” Science 324 (2009): 811.

Anarchic hand syndrome: C. Marchetti and S. Della Sala, “Disentangling the Alien
and Anarchic Hand,” Cognitive Neuropsychiatry 3 (1998): 191; S. Della Sala, C.
Marchetti, and H. Spinnler, “Right-Sided Anarchic (Alien) Hand: A Longitudinal
Study,” Neuropsychologia 29 (1991): 1113.

Transcranial magnetic stimulation: J. Brasil-Neto et al., “Focal Transcranial
Magnetic Stimulation and Response Bias in a Forced-Choice Task,” Journal of
Neurology, Neurosurgery and Psychiatry 55 (1992): 964. Magicians: A. Pailhes
and G. Kuhn, “Mind Control Tricks: Magicians’ Forcing and Free Will,” Trends
in Cognitive Sciences 25 (2021): 338; H. Kelley, “Magic Tricks: The Management
of Causal Attributions,” in Perspectives on Attribution Research and Theory: The

Bielefeld Symposium, ed. D. Gorlitz (Ballinger, 1980).

Footnote: D. Knoch et al,, “Diminishing Reciprocal Fairness by Disrupting
the Right Prefrontal Cortex,” Science 314 (2006): 829.
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D. Wegner, The Illusion of Conscious Will (MIT Press, 2002).

Footnote (p. 26): P. Tse, “Two Types of Libertarian Free Will Are Realized in the
Human Brain,” in Neuroexistentialism, ed. G. Caruso (Oxford University Press,

2017).

Libet’s overview: B. Libet, “Unconscious Cerebral Initiative and the Role of Con-
scious Will in Voluntary Action,” Behavioral and Brain Sciences 8 (1985): 529.
Criticisms of the Libet study: R. Doty, “The Time Course of Conscious Process-
ing: Vetoes by the Uninformed?,” Behavioral and Brain Sciences 8 (1985): 541;

C. Wood, “Pardon, Your Dualism Is Showing,” Behavioral and Brain Sciences 8
(1985): 557; G. Wasserman, “Neural/Mental Chronometry and Chronotheology,’
Behavioral and Brain Sciences 8 (1985): 556.

M. Vargas, “Reconsidering Scientific Threats to Free Will,” in Moral Psychology,
vol. 4, Free Will and Moral Responsibility, ed. W. Sinnott-Armstrong (MIT Press,
2014).

Both viewpoints in K. Smith, “Taking Aim at Free Will,” Nature 477 (2011): 23.

Driving simulation: O. Perez et al., “Preconscious Prediction of a Driver’s Deci-
sion Using Intracranial Recordings,” Journal of Cognitive Neuroscience 27 (2015):
1492. Bungee jumping: Nann et al., “To Jump or Not to Jump—the Bereitschafts-
potential Required to Jump into 192-Meter Abyss,” Science Reports 9 (2019): 2243.

U. Maoz et al., “Neural Precursors of Decisions That Matter—an ERP Study
of Deliberate and Arbitrary Choice,” eLife 8 (2019): €39787. For the quote, see
Daniel Dennett, “Is Free Will an Illusion? What Can Cognitive Science Tell
Us?)” Santa Fe Institute, May 14, 2014, YouTube video, 1:21:19, youtube.com/
watch?v=wGPIzSe5cAU&t=3890s, around 41:00.

This and related studies are discussed in Haynes, “Neural Code for Intentions.”

O. Bai et al,, “Prediction of Human Voluntary Movement Before It Occurs,”

Clinical Neurophysiology 122 (2011): 364.

Nearly forty years after Libet: A. Schurger et al., “What Is the Readiness Poten-
tial?,” Trends in Cognitive Science 25 (2010): 558. Urge versus decision: S. Pockett
and S. Purdy, “Are Voluntary Movements Initiated Preconsciously? The Rela-

tionships between Readiness Potentials, Urges and Decisions,” in Conscious Will
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and Responsibility: A Tribute to Benjamin Libet, ed. W. Sinnott-Armstrong and
L. Nadel (Oxford University Press, 2020). The Gazzaniga quote comes from M.
Gazzaniga, “On Determinism and Human Responsibility;” in Neuroexistentialism,
ed. G. Caruso (Oxford University Press, 2017).

The Mele quote is from A. Mele, Free: Why Science Hasn't Disproved Free Will
(Oxford University Press, 2014), 32. Roskies is quoted in K. Smith, “Taking Aim
at Free Will,” Nature 477 (2011): 2, on page 24.

New insights about comas (from the footnote): A. Owen et al., “Detecting Aware-
ness in the Vegetative State” Science 313 (2006): 1402; M. Monti et al., “Willful
Modulation of Brain Activity in Disorders of Consciousness,” New England

Journal of Medicine 362 (2010): 579.

M. Shadlen and A. Roskies, “The Neurobiology of Decision-Making and Respon-

sibility: Reconciling Mechanism and Mindedness,” Frontiers in Neuroscience 6
(2012), doi.org/10.3389/fnins.2012.00056.

A. Schlegel et al., “Hypnotizing Libet: Readiness Potentials with Non-conscious
Volition,” Consciousness and Cognition 33 (2015): 196.

Caruso explores this idea in a number of publications, most recently in his ex-
cellent G. Caruso, Rejecting Retributivism: Free Will, Punishment, and Criminal
Justice (Cambridge University Press, 2021). To me, at least, issues of whether
preconsciousness and consciousness can exist simultaneously take us into the
philosophical underbrush. For true aficionados, this brings up the frothy but
influential ideas of philosopher Jaegwon Kim of Brown University. If I understand
it: (a) assume that conscious mental states, while the emergent product of under-
lying physical properties (i.e., thingies like molecules and neurons), are different
from them; (b) something like a behavior cannot be caused by both a mental state
and its underlying physical bases (which came to be called Kim’s “causal exclusion
principle”); (c) physical events (like pushing a button or moving your tongue and
larynx to tell your generals to start a war) are caused by prior physical events. So
mental states don’t cause behaviors. I guess this is kind of interesting. Well, maybe
not, because in my view, mental states and their underlying physical/neurobiolog-
ical bases can’t be separated—they’re just two different conceptual entry points to
considering the same processes. More of this in later chapters. Some of his papers:

J. Kim, “Concepts of Supervenience,” Philosophy and Phenomenological Research
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26.

27.

28.

29.

30.

31.

32.

33.

45 (1984): 153; J. Kim, “Making Sense of Emergence,” Philosophical Studies 95
(1995): 3.

E. Nahmias, “Intuitions about Free Will, Determinism, and Bypassing,” in The
Oxford Handbook of Free Will, 2nd ed., ed. R. Kane (New York: Oxford Univer-
sity Press, 2011).

Do it or not study: E. Filevich, S. Kuhn, and P. Haggard, “There Is No Free
Won't: Antecedent Brain Activity Predicts Decisions to Inhibit;” PLoS One 8, no.
2 (2013): €53053. Brain-computer interface study: M. Schultze-Kraft et al., “The
Point of No Return in Vetoing Self-Initiated Movements,” Proceedings of the

National Academy of Sciences of the United States of America 113 (2016): 1080.

Footnote: Libet’s first report of his findings: Libet et al., “Time of Conscious In-
tention to Act” His 1985 discussion of it is found in Libet, “Unconscious Cerebral

Initiative”

Gambling study: D. Campbell-Meiklejohn et al., “Knowing When to Stop: The
Brain Mechanisms of Chasing Losses,” Biological Psychiatry 63 (2008): 293. Alco-
hol on board: Y. Liu et al., “ ‘Free Won't" after a Beer or Two: Chronic and Acute
Effects of Alcohol on Neural and Behavioral Indices of Intentional Inhibition,”
BMC Psychology 8 (2020): 2. Kids versus adults: M. Schel, K. Ridderinkhof, and
E. Crone, “Choosing Not to Act: Neural Bases of the Development of Intentional
Inhibition,” Developmental Cognitive Neuroscience 10 (2014): 93.

“Freedom arises from”: B. Brembs, “Towards a Scientific Concept of Free Will as
a Biological Trait: Spontaneous Actions and Decision-Making in Invertebrates,”
Proceedings of the Royal Society B: Biological Sciences 278 (2011): 930; the paper
approaches the topic from the very unorthodox (and interesting) angle of exam-

ining decision-making in insects. Mele quote: Mele, Free, 32.

N. Levy, Hard Luck: How Luck Undermines Free Will and Moral Responsibility
(Oxford University Press, 2011).

Footnote: H. Frankfurt, “Alternate Possibilities and Moral Responsibility;” Journal
of Philosophy 66 (1969): 829.

H. Frankfurt, “Three Concepts of Free Action,” Aristotelian Society Proceedings,
Supplementary Volumes 49 (1975): 113, quote on p. 122; M. Shadlen and A.
Roskies, “The Neurobiology of Decision-making and Responsibility: Reconciling
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Mechanism and Mindedness,” Frontiers in Neuroscience 23 April (2012): 1, quote

is on p. 10.

Footnote: Sjoberg, “Free Will and Neurosurgical Resections.”

D. Dennett, Freedom Evolves (Penguin, 2004); the quote comes from p. 276.
Dennett also expresses these ideas in a wide variety of his other books, e.g., D.
Dennett, Elbow Room: The Varieties of Free Will Worth Wanting (MIT Press,
1984); D. Dennett, Freedom Evolves (Viking, 2003); his lectures, e.g., Dennett,
“Is Free Will an Illusion?”; and his debates, e.g., D. Dennett and G. Caruso, Just

Deserts: Debating Free Will (Polity, 2021);

N. Levy, “Luck and History-Sensitive Compatibilism,” Philosophical Quarterly 59
(2009): 237, the quote comes from p. 244; D. Dennett, “Review of ‘Against Moral

Responsibility; ” in Naturalism, https://www.naturalism.org/resources/book-re-

views/dennett-review-of-against-moral-responsibility.

As a theme in this chapter, people have been arguing about Libetian issues
for forty years, and the references cited barely scratched the surface of really
interesting takes on these issues. Others include: G. Gomes, “The Timing of Con-
scious Experience: A Critical Review and Reinterpretation of Libet’s Research,”
Consciousness and Cognition 7 (1998): 559; A. Batthyany, “Mental Causation
and Free Will after Libet and Soon: Reclaiming Conscious Agency; in Irreducibly
Conscious: Selected Papers on Consciousness, ed. A. Batthyany and A. Elitzur
(Universitits-Verlag Winter, 2009); A. Lavazza, “Free Will and Neuroscience:
From Explaining Freedom Away to New Ways of Operationalizing and Measur-
ing It;” Frontiers in Human Neuroscience 10 (2016): 262; C. Frith, S. Blakemore,
and D. Wolpert, “Abnormalities in the Awareness and Control of Action,” Philo-
sophical Transactions of the Royal Society B: Biological Sciences 355 (2000): 1404;
A. Guggisberg and A. Mottaz, “Timing and Awareness of Movement Decisions:
Does Consciousness Really Come Too Late?,” Frontiers of Human Neuroscience
7 (2013), doi.org/10.3389/fnhum.2013.00385; T. Bayne, “Neural Decoding and
Human Freedom,” in Moral Psychology vol. 4, Free Will and Moral Responsibili-
ty, ed. W. Sinnott-Armstrong (MIT Press, 2014).
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3. WHERE DOES INTENT COME FROM?

1. Implicit bias and shootings: J. Correll et al., “Across the Thin Blue Line: Police
Officers and Racial Bias in the Decision to Shoot,” Journal of Personality and
Social Psychology 92 (2007): 1006; J. Correll et al., “The Police Officer’s Dilemma:
Using Ethnicity to Disambiguate Potentially Threatening Individuals,” Journal of
Personality and Social Psychology 83 (2002): 1314. For an excellent overview of
the entire field, see J. Eberhardt, Biased: Uncovering the Hidden Prejudice That
Shapes What We See, Think, and Do (Viking, 2019).

2. Implicit effects of disgust: D. Pizarro, Y. Inbar, and C. Helion, “On Disgust and
Moral Judgment,” Emotion Review 3 (2011): 267; T. Adams, P. Stewart, and J.
Blanchard, “Disgust and the Politics of Sex: Exposure to a Disgusting Odor-
ant Increases Politically Conservative Views on Sex and Decreases Support for
Gay Marriage,” PLoS One 9 (2014): €95572; Y. Inbar, D. Pizarro, and P. Bloom,
“Disgusting Smells Cause Decreased Liking of Gay Men,” Emotion 12 (2012): 23;
J. Terrizzi, N. Shook, and W. Ventis, “Disgust: A Predictor of Social Conserva-
tism and Prejudicial Attitudes Toward Homosexuals,” Personality and Individual
Differences 49 (2010): 587.

3. More disgust: S. Tsao and D. McKay, “Behavioral Avoidance Tests and Disgust
in Contamination Fears: Distinctions from Trait Anxiety;” Behavioral Research
Therapeutics 42 (2004): 207; B. Olatunji, B. Puncochar, and R. Cox, “Effects of
Experienced Disgust on Morally-Relevant Judgments,” PLoS One 11 (2016):
e0160357.

4. And more disgust: H. Chapman and A. Anderson, “Things Rank and Gross in
Nature: A Review and Synthesis of Moral Disgust,” Psychological Bulletin 139
(2013): 300; P. Rozin et al., “The CAD Triad Hypothesis: A Mapping between
Three Moral Emotions (Contempt, Anger, Disgust) and Three Moral Codes
(Community, Autonomy, Divinity),” Journal of Personality and Social Psychology
76 (1999): 574. The insula, when activated by aversive emotional states, talking
to the amygdala: D. Gehrlach et al,, “Aversive State Processing in the Posterior

Insular Cortex,” Nature Neuroscience 22 (2019): 1424.

5. Implicit effects of sweet tastes: M. Schaefer et al., “Sweet Taste Experience Im-
proves Prosocial Intentions and Attractiveness Ratings,” Psychological Research

85 (2021): 1724; B. Meier et al., “Sweet Taste Preferences and Experiences Predict



poice [ Ve

Prosocial Inferences, Personalities, and Behaviors,” Psychological Sciences 102
(2012): 163.

6. Confusing beauty and moral goodness: Q. Cheng et al., “Neural Correlates of
Moral Goodness and Moral Beauty Judgments,” Brain Research 1726 (2020):
146534; T. Tsukiura and R. Cabeza, “Shared Brain Activity for Aesthetic and Mor-
al Judgments: Implications for the Beauty-Is-Good Stereotype,” Social Cognitive
and Affective Neuroscience 6 (2011): 138; X. Cui et al., “Different Influences
of Facial Attractiveness on Judgments of Moral Beauty and Moral Goodness,”
Science Reports 9 (2019): 12152; T. Wang et al., “Is Moral Beauty Different from
Facial Beauty? Evidence from an fMRI Study;” Social Cognitive and Affective
Neuroscience 10 (2015): 814; Q. Luo et al.,, “The Neural Correlates of Integrated
Aesthetics between Moral and Facial Beauty;” Science Reports 9 (2019): 1980,

C. Ferrari et al., “The Dorsomedial Prefrontal Cortex Mediates the Interaction
between Moral and Aesthetic Valuation: A TMS Study on the Beauty-Is-Good
Stereotype,” Social Cognitive and Affective Neuroscience 12 (2017): 707.

Then there’s an irresistible study showing that botanists choose to spend
their careers studying prettier flowers (blue ones, taller ones): M. Adamo et al.,
“Plant Scientists’ Research Attention Is Skewed towards Colourful, Conspicuous
and Broadly Distributed Flowers,” Nature Plants 7 (2021): 574. To the best of my
knowledge, I did not choose to devote thirty-three summers to studying wild

baboons because I thought they were as pretty as a picture.

7. The initial study that introduced the term “Macbeth effect”: C. Zhong and K. Li-
jenquist, “Washing Away Your Sins: Threatened Morality and Physical Cleansing,”
Science 313 (2006): 1454.

Additional behavior studies of the Macbeth effect: S. W. Lee and N. Schwarz,
“Dirty Hands and Dirty Mouths: Embodiment of the Moral-Purity Metaphor Is
Specific to the Motor Modality Involved in Moral Transgression,” Psychological
Sciences 21 (2010): 1423; E. Kalanthroff, C. Aslan, and R. Dar, “Washing Away
Your Sins Will Set Your Mind Free: Physical Cleansing Modulates the Effect of
Threatened Morality on Executive Control,” Cognition and Emotion 31 (2017):
185; S. Schnall, J. Benton, and S. Harvey, “With a Clean Conscience: Cleanliness
Reduces the Severity of Moral Judgments,” Psychological Sciences 19 (2008): 1219;
K. Kaspar, V. Krapp, and P. Konig, “Hand Washing Induces a Clean Slate Effect in
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Moral Judgments: A Pupillometry and Eye-Tracking Study,” Scientific Reports 5
(2015): 10471.

Brain imaging studies of the Macbeth effect: C. Denke et al., “Lying and the
Subsequent Desire for Toothpaste: Activity in the Somatosensory Cortex Predicts
Embodiment of the Moral-Purity Metaphor,” Cerebral Cortex 26 (2016): 477;

M. Schaefer et al., “Dirty Deeds and Dirty Bodies: Embodiment of the Macbeth
Effect Is Mapped Topographically onto the Somatosensory Cortex,” Scientific
Reports 6 (2015): 18051.

For a study suggesting that this linkage may not be universal: E. Gamez, J. M.
Diaz, and H. Marrero, “The Uncertain Universality of the Macbeth Effect with a
Spanish Sample;” Spanish Journal of Psychology 14 (2011): 156.

Finally, one study showing that among university students, social science
majors are more vulnerable to the Macbeth effect than are engineering students:
M. Schaefer, “Morality and Soap in Engineers and Social Scientists: The Macbeth
Effect Interacts with Professions,” Psychological Research 83 (2019): 1304.

8. Ginger and moral disgust: ]. Tracy, C. Steckler, and G. Heltzel, “The Physiological
Basis of Psychological Disgust and Moral Judgments,” Journal of Personality and
Social Psychology: Attitudes and Social Cognition 116 (2019): 15. An interesting
paper showing that disgust influences moral judgments less concerning distant
events, and that this is probably mediated by a psychological framing where it is
someone else, rather than you, who has to directly interact with the disgusting
stimulus: M. van Dijke et al., “So Gross and Yet So Far Away: Psychological Dis-
tance Moderates the Effect of Disgust on Moral Judgment,” Social Psychological
and Personality Science 9 (2018): 689.

9. The original study of judges: S. Danziger, J. Levav, and L. Avnaim-Pesso, “Extra-
neous Factors in Judicial Decisions,” Proceedings of the National Academy of Sci-
ence of the United States of America 108 (2011): 6889. This study was challenged
by some other researchers, suggesting that the finding is an artifact of poor study
design; in my opinion, the original authors effectively rebutted these charges. See

notes 28 and 29 in chapter 4 for details about this.

More on the topic: L. Aaroe and M. Petersen, “Hunger Games: Fluctuations
in Blood Glucose Levels Influence Support for Social Welfare,” Psychological
Sciences 24 (2013): 2550.
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A connection between hunger for food and for money: B. Briers et al,,
“Hungry for Money: The Desire for Caloric Resources Increases the Desire for

Financial Resources and Vice Versa,” Psychological Sciences 17 (2006): 939.

Some circumstance where the connection is demonstrable only in some do-
mains: J. Hausser et al., “Acute Hunger Does Not Always Undermine Prosociality;’
Nature Communications 10 (2019): 4733; S. Fraser and D. Nettle, “Hunger Af-
fects Social Decisions in a Multi-round Public Goods Game but Not a Single-Shot
Ultimatum Game,” Adaptive Human Behavior 6 (2020): 334; I. Harel and T. Ko-
gut, “Visceral Needs and Donation Decisions: Do People Identify with Suffering
or with Relief?,” Journal of Experimental and Social Psychology 56 (2015): 24.

As is so often the case, the suggestion that this phenomenon is influenced by
culture: E. Rantapuska et al., “Does Short-Term Hunger Increase Trust and Trust-

worthiness in a High Trust Society?,” Frontiers of Psychology 8 (2017): 1944.

For more details about this general topic, see chapter 3 in R. Sapolsky, Behave:

The Biology of Humans at Our Best and Worst (Penguin Press, 2017).

The classic study demonstrating that testosterone does not generate aggression

de novo but, instead, amplifies preexisting social learning about aggression: A.
Dixson and J. Herbert, “Testosterone, Aggressive Behavior and Dominance Rank
in Captive Adult Male Talapoin Monkeys (Miopithecus talapoin),” Physiology and
Behavior 18 (1977): 539.

How some of the behavioral effects of testosterone arise from their effects in
the brain: K. Kendrick and R. Drewett, “Testosterone Reduces Refractory Period
of Stria Terminalis Neurons in the Rat Brain,” Science 204 (1979): 877; K. Kend-
rick, “Inputs to Testosterone-Sensitive Stria Terminalis Neurones in the Rat Brain
and the Effects of Castration,” Journal of Physiology 323 (1982): 437; K. Kend-
rick, “The Effect of Castration on Stria Terminalis Neurone Absolute Refractory
Periods Using Different Antidromic Stimulation Loci,” Brain Research 248 (1982):
174; K. Kendrick, “Electrophysiological Effects of Testosterone on the Medial
Preoptic-Anterior Hypothalamus of the Rat,” Journal of Endocrinology 96 (1983):
35; E. Hermans, N. Ramsey, and J. van Honk, “Exogenous Testosterone Enhances
Responsiveness to Social Threat in the Neural Circuitry of Social Aggression in

Humans,” Biological Psychiatry 63 (2008): 263.

In 1990, the ethologist John Wingfield of the University of California at
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12.

13.

Davis, along with colleagues, published an immensely influential paper about the
nature of testosterone’s effects on aggression. Their “Challenge Hypothesis” posits
that not only does testosterone not cause aggression, it doesn’t uniformly just
amplify preexisting social tendencies toward aggression either. Instead, at times
when an organism is challenged for social status, testosterone amplifies whatever
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